
强人工智能体作为刑事责任主体的相关思考
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Reflection on Artificial Intelligence as the Subject of Criminal Responsibility

GUAN Yameng

School of Criminal Justice, China University of Political Science and Law, Beijing 100088,

China

Abstract：Due to the characteristics of artificial intelligence technology (AI) and particularity

of AI agent, the general tort principle with fault as the core is difficult to apply. Product liability

also falls into a dilemma of regulation because "defect" element is difficult to identify and strict

liability attribute is constricting constantly. So there is a need to discuss the independent

responsibility of AI. The damages caused by AI agent can mainly reach the degree of being

evaluated as criminal responsibility, and it has the possibility of being the subject of criminal

responsibility. The philosophy of physicalism enlightens the justification of the free will of AI, and

in order to disperse social risks, it is necessary to consider AI as the subject of criminal

responsibility. In order to realize criminal imputation, we should establish information recourse

mechanism, construct individual property system and set up ethical rules for AI as soon as

possible.
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